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1.) Introduction

The detector control system (DCS) of CMS comprises two different classes of items to control: one is the ‘classical’ slow control like HV, LV, gas, cooling, etc.. The second class of items is the control of down-loading of all necessary constants and programs to the front-ends and the control of certain slow control calibration data-taking within the local DAQ of each sub-detector. 

All four LHC experiments decided some years ago to try to do as much as possible together in building their respective DCS system. This was manifested in the creation of JCOP (Joint COntrols Project). The basic ideas of the JCOP were first, to have a common platform for all controls within each experiment and secondly to use commercial components where ever possible for hard- and software in order to reduce the

man-power needed for development and maintenance. JCOP tries following these lines and has already selected some industrial hard- and software components. One of these components is a commercial SCADA (Supervisory Controls And Data Acquisition) system. This sophisticated software tool includes all the features of a supervisory system such as alarms, trending, security, etc.. It is completely scalable up to the huge number of parameters which have to be controlled in this big new experiment. You may find additional information on CMS-DCS at: http://itcowww.cern.ch/ITCO/DCS-CMS/.

2.) The Experiment CMS

The CMS collaboration consists of over 1800 scientists and engineers from 151 institutes in 31 countries, where USA and Russia provide the biggest number of collaborators. 

CMS is a general-purpose proton-proton detector designed to run at the highest luminosity of the LHC. It is also well adapted for studies at the initially lower luminosities. The main design goals of CMS are: 

   1.    A highly performant muon system. 

   2.    The best possible electromagnetic calorimeter to measure the energy of photons and  

           electrons. 

3.  High quality central tracking to allow reconstruction of charged particles and  

       precise measurement of their momenta.

   4.    Hermetic calorimetry. 

5.  A detector which is robust and cost effective. 

One of the major potential discoveries of CMS lies certainly in the domain of the Higgs particle(s). A Standard Model Higgs boson with mass between the lower limit given by LEP and 150 GeV would be discovered via its two photon decay already at modest integrated luminosity. This is true as well for a discovery range covering masses from 135 to 525 GeV in the four lepton (e or muon) channel, with only a small gap in the coverage around two times the mass of a W.

3.) The DCS Environment

The DCS system does not fulfil its tasks, which are described in the following paragraphs, in an isolated way. It is part of a network of systems, which control everything, that is important for the data quality and the environment at CERN. Some of the members of this network are for the control of the infrastructure like the general cooling, ventilation and electricity distribution. These control systems are completely independent to DCS and exchange relevant data with DCS bi-directionally for information, monitoring and alarms. Another system, which is connected to the DCS system, is the control system of the CMS magnet. It is a standalone system, but allows the CMS shifters to transfer some standard commands like ramp up, ramp down (fast, slow) etc. It delivers monitoring data of different kinds to the DCS system. The DCS system will be the link of the experiment to the accelerator control system. It will transfer predefined data to the accelerator control system like luminosities measured with the detector or ready status for a new fill. It will receive all necessary accelerator data for which the experiment might be interested. The last systems in this scheme which are connected to the DCS system are the detector safety system (DSS) and the Alarm Level3 system. The DCS system should receive all relevant data from those systems like values of sensors, warnings and alarms. 

4.) Functional Architecture of the DCS system

The DCS system has to be a distributed system with a lot of processes which can be distributed over a lot of different processors. During data taking, it receives from the run-control commands to configure, monitor and control two different aspects of the detector. One is the so-called ‘slow-control’, which includes racks, power supplies, gas, cooling etc.. Sensors and actuators are in general placed on the detector or close to it. These items are connected to devices like PLCs (Programmable Logic Controllers), power supplies etc.. These devices are further interfaced to the supervisory system via device servers like e.g. OPC (OLE for process control, where OLE stands for Object Linking and Embedding). All these hard- and software items from the sensors/actuator level up to the supervisory system are commercial components. The second part, which the supervisory level has to control, is the configuration of all front-end electronics of the sub-detectors, where the parameters, if numerous, are stored in an external database closely connected to the supervisory system. 

Here a non-commercial interface called DIM (Distributed Information Management) system is used to connect the supervisory level with custom software components. In addition, the communication of the whole experiment to the external systems such as the LHC accelerator, the control system of the CMS magnet, the central services of ventilation and cooling, are as well provided via the supervisory system of DCS.

5.) Joint COntrols Project (JCOP)

The creation of JCOP (Joint COntrols Project) was initiated a few years ago, in the light of the reduced manpower, to build up the DCS systems for the four LHC experiments in a more efficient and professional way. This should not only include development, but as well maintenance for the lifetime of the four experiments. This can be achieved by trying to do as much as possible together in respect of DCS within the experiments. The basic requirements of a generic DCS system were first, to use one unique system for all controls within each experiment and secondly to use commercial components where ever possible for hard- and software. The general system should fulfil the following basic requirements:

· It should be scalable.

· It should be hierarchical.

· It should be partitionable and as well easily integratable.

· It should be modular.

· It should be open to the outside, which allows possible extensions.

6.)  Tools to build a DCS 

6.1) SCADA (Supervisory Controls And Data Acquisition) System 

The systems, which are used for the supervision level in all industrial controls applications, are named SCADA (Supervisory Controls And Data Acquisition) systems. Using for all CMS controls the same commercial standard framework allows us to build up a homogeneous system. Another advantage in having a commercial product is that the tool creates a buffer against technology changes like operating systems, etc., since the commercial product has to evolve as well in the future in order to stay competitive. A typical SCADA system is based on the experience of many people in this field, of perhaps many hundreds of man-years, in the development and debugging before becoming a stable and mature system. Support and maintenance, including documentation and training, is provided by the company.
The four LHC experiments have therefore chosen PVSS II by the Austrian company ETM as the SCADA system for the control of the experiments. This system is a kind of toolkit delivering the building blocks of a control system. It will be the basic skeleton of the DCS by housing many central components like:

• Database

• Network interconnection

• Graphical user interface

• Hardware connectivity

Every PVSS II system can consist of all these components. Several PVSS II systems can be connected together to enhance the capabilities and offered resources and to distribute the load. A system can be spread over several PCs or more than one system can be run on one PC. This design makes PVSS II highly scalable and allows independent development of sub-parts of the DCS. PVSS II offers many features, which are needed for a control system, e.g.:

• Access control

• Alarm handling

• Logging

• Archiving

• Trending

• C like scripting

• API (Application Programmable Interface)

• Redundancy manager

• HMI (Human Machine Interface)

• Networking

• Development tools

One PVSS II system has always one event manager and one data base manager. It can has as many control managers (for the scripts), API managers (named later APIs), drivers (connected to the hardware) and user interface managers as required. Each of these managers can run on a separate processor if required to optimise performance.

The mix of ready to use functional components and easy and open programming capabilities simplify the development and offer the required flexibility. The system is essentially running on two operating systems (Windows and Linux) and one can mix and match both systems even within a single PVSS II system.

PVSS II is object oriented like in the respect of the structure of the data and the graphical representation.  All data and all configuration are stored in ‘objects’ which are accessible through scripts, template panels and APIs. Such APIs can give complete control of these ‘objects’ to the outside of PVSS II. Complex devices can be built up out of several simpler ‘objects’. It is event driven which reduces the traffic between devices and the system. In case of complicated structures of the DCS, where it is necessary to build up highly distributed, hierarchical and partitionable systems, a cluster of PVSS II systems can be set up. Another important aspect of PVSS II is the feature of alarm grouping in case of alarm avalanches. In addition, all changes can be done online without compiling, since the scripting language is interpreted. For synchronisation purposes, each event has a timestamp attached.

  6.2)    DCS framework

The framework is for the use of the control system developers and should finally include as far as possible all generic templates, standard elements and functions required in order to build a homogenous DCS.

The first version of this framework, mainly based on PVSS II, is now available at CERN and has the following implemented features:

• Finite state machine (SMI (State Management Interface))

• DIM interface (see later)

• CAEN power supply interface for versions SY127, SY403, SY527, SY1527 to PVSS II

• Generic analog and digital channels

• Building and browsing hierarchies together with guidelines for the distribution of the 

     functionality

• External alarm handling

• ELMB (Embedded Local Monitoring Box) Interface to PVSS II

• Configuration utilities for all the above items

In addition, the framework defines guidelines for colours, fonts, page layout, naming etc. in order to have finally a common ‘look and feel’ and to allow the integration of the independently developed components.

6.3) Partitioning

Since the CMS detector consists of different sub detectors a possibility to partition the control hierarchy is essential. Partitioning means, that a sub tree is cut off the command hierarchy. In this way logical components can be operated in standalone without the interference of the global operator and with the possibility of operating several sub-detectors or components independently at the same time. This mode will mostly be used for maintenance, calibration and trouble shooting, while in normal operation only one partition will exist comprising all sub-detectors.

The partitioning capability is part of the command hierarchy, which allows us to keep any node in the hierarchy as an individual partition. This adds three properties to the nodes defining the partitioning status:

• actual owner of the node

• possibility of ignoring states of lower level nodes

• possibility of ignoring commands of upper level nodes

Tools will be offered to change the status of all three properties. Every top level node has an owner. Partitioning out a sub tree automatically creates a new top level node in this sub tree. The non-partitioned nodes below a top level node inherit the ownership of the top level node. Commands can only be given on the top level nodes. This prevents interferences in the command flow. Normally only the owner can send a command to a node. However, the owner can decide to share a node and consequently somebody else can also send commands to the shared node.

The partition feature of the DCS (and the DCS as a whole) has to function 365 days per year 24 hours per day. For physics data taking only during specific times of the year will the run-control system be on top of the control chain of the whole experiment to coordinate requests for individual partitions of DAQ, trigger and DCS resources. The resource manager of the run-control system has to organise this coordination.
6.4) Further Tools to Build a Control System  

The components of the functional architecture mentioned in chapter 4 are illustrated in the following.

 OPC

OPC defines a set of interfaces, based on OLE/COM and DCOM technology, for truly open software application inter-operability between automation/control applications, fieldbus/device and business/office applications.

OPC is managed by an independent OPC foundation, which is comprised of more than 220 companies and institutes as members. The foundation has defined and released five sets of interfaces:

• OPC Data Access

• OPC Alarms and Events

• OPC Batch Interface

• OPC Historical Data

• OPC Security

The most interesting (for our applications) interface is the OPC Data Access. This interface prevents the need for specific drivers to connect to commercial hardware. Almost every industrial hardware (e.g. PLC) is sold with such an interface. The software providing this interface is called ‘OPC server’. On the other hand, control software, as SCADA, are ’OPC clients’ and can be easily connected to the OPC server. OPC is only used on Windows platform. OPC is the recommended way to connect commercial controls hardware to the software level.

OPC servers for custom hardware can also be easily developed using dedicated toolkits.

DIM

DIM is a communication system for distributed / mixed environments and provides a network transparent inter-process communication layer. Like most communication systems, DIM is based on the client/server paradigm. The basic concept of the DIM approach is the concept of a ‘service’. Servers provide services to clients. A service is normally a set of data (of any type or size) and it is recognised by a name – ‘named services’. In order to allow for transparency (i.e. a client does not need to know where a server is running) as well as to allow for easy recovery from crashes and migration of servers, a name server was introduced. Servers ‘publish’ their services by registering them in the name server. Clients ‘subscribe’ to services by asking the name server, which server provides the service, and then contacting the server directly, providing this type of service and the updating of the requested parameters.

It is available on almost all operating systems, it is very simple and robust and used within different experiments in the particle physics domain. It is supported and maintained by CERN. Its inter-operability makes it an attractive tool to link processes on various platforms together with PVSS II. It fulfils the role of a buffer between the SCADA system and custom software and keeps the code on one side unchanged although there might be a change on the other side. Within PVSS II we have incorporated a DIM client as well as a DIM server (a DIM API of PVSS II) to be able to communicate in both directions. In addition, the development of custom software and of the connected PVSSII application is logically separated. Independent debugging on both sides is possible.
Fieldbuses

The CERN working group on fieldbuses recommended in 1996 the use of three fieldbuses in the controls domains at CERN: CANbus, PROFIBUS and WORLDFIP. Recently a discussion was initiated to use also Ethernet as fieldbus network. CANbus with the protocol CANOPEN is a very simple, flexible and robust fieldbus for which only a limited amount of commercial actuators and sensors are available on the market. Contrary to CANbus a lot of commercial hardware exists on the market for PROFIBUS with the protocol PROFIBUS DP. This fieldbus is more modern and has more address spacing for nodes than CANbus. The third selected fieldbus is WORLDFIP, which is deterministic and therefore preferably used in the accelerator domain. Recently more and more companies are providing actuators and sensors connected to Ethernet, which is already widely used in high-energy physics. Within CMS most probably we will have applications for all four different solutions. Support for all those is already in place.
PLCs

PLCs are simple, very reliable front-end computers, which are used everywhere in industry for controls applications. They support several specific standardised programming languages. Normally PLCs are connected to devices via fieldbuses. They can also be interconnected with each other either via fieldbuses or Ethernet, The common way to connect SCADAs to PLCs is as well via a fieldbus or Ethernet. CERN recommends to use PLCs from two companies, for which support is provided. Recently more and more cheaper and simpler PLCs  (mini-PLCs) have entered the commercial market which make the use of PLCs more affordable.

Sensors and actuators

In order to use the available resources as efficient as possible, we try as well to standardise on sensors and actuators in field of:

• Temperature measurement

• Humidity measurement

• Gas control equipment as valves, gas mixers

• Radiation measurement

• Strain gauges

• Others

Note that these devices have to work mostly in a difficult environment concerning radiation and magnetic field. 

7.) Applications

Several sub-detectors and sub-systems in CMS have started to build up full vertical slices. These full vertical slices cover everything starting at the sensor/actuator level, which is connected to devices. Those devices are then linked via device interfaces to the supervision level. In the following, a selection of vertical slices either already existing or in the course of being developed will be shortly described. The DCS projects performed within the HCAL sub-detector of CMS will be described in the talk of S. Sergueev (see same proceedings).

7.1) CAEN Power Supplies

The company CAEN has developed a first version of an OPC server for their new power supply mainframe SY1527. In the future this OPC server will be extended to connect to all old power supply types of CAEN. This will provide the experiments, which may use CAEN power supplies for their detectors, with a very simple way of connecting PVSS II to the supplies (everything below the OPC server will be hidden). The company will as well offer the maintenance for the server.

7.1) Gas Control System

The control of all CMS gas systems covering hard- and software will be designed, installed and maintained centrally by the CERN gas working group. In their design one or several PLCs connected with valves and other gas devices via PROFIBUS represent a system module as for example a mixer-, distributor- or purifier-module. All those PLCs  in the gas system modules will be connected via Ethernet with an OPC server specific to the PLC type to PVSS II, which has an OPC client integrated.

   7.3 )     Cooling Control System

The control and regulation of all CMS cooling systems will be covered in an analogous fashion to the gas systems by the CERN cooling and ventilation group. To this end the JCOV (Joint COoling and Ventilation) project has been created. In the first design studies, the only difference to the design for the gas control system, will be that no fieldbus between PLCs and sensors/actuators will be used. They intend to connect to the sensors and actuators via I/O modules embedded in the PLC frame.

7.4) Control of Racks

For the control of all CMS racks housing the read-out modules of the sub-detectors, we have built up a working prototype. In this prototype a PC steers control units, one sitting in each rack, via a fieldbus or Ethernet connection. This control unit comprises the fieldbus node, ADC and local control. This unit is connected to a power distribution box, covering the power distribution and the safety aspects. We intend to measure and monitor temperature and humidity in the racks. The safety chain assures that the power will be cut in case of temperature excess and probably in the case of smoke detection.

7.5) Control of the Alignment Systems

The different alignment systems of the CMS detector have to steer the lasers for the light production and the detection of the emitted light with sensors. A custom software layer takes care of this. To integrate this system with PVSS II we intend to use the DIM interface with the DIM specific PVSS II API. The expected number of coordinates of approximately 10000, calculated by alignment software, can be stored in the PVSS II internal database. Therefore the features of PVSS II for data analysis and data presentation, alarming, access control and filtering of unchanged data can be used. As all data, taken by the DCS system, which are required by the offline- and online-reconstruction of the experimental data, have to be transferred on demand or on change to an external so-called ‘conditions data base’, the master set of the alignment data will be part of the transferred data.

7.6) The Configuration of the TRACKER Front End Electronics

The TRACKER is the inner most sub-detector of CMS and has a complicated front end read-out system. The configuration of all these electronics is part of DCS. The set up already used in a test beam application for the first system test of the TRACKER read-out electronics in 2001 is shown in fig.1.
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Figure 1: Database and SCADA interfacing: Queries to the database are done in the standard language SQL (Standard Query Language). The data are downloaded to the electronics via the FE supervisors (front-end supervisor). A SCADA API process is running on each FE supervisor. The API receives orders from the SCADA through the SCADA internal communication protocol. It can fetch the data from the database using SQL language through a standard database connection (e.g. JDBC, Pro*C,..). Through the PVSS-Java interface SCADA alarms can be raised by the database, and SCADA can access the data in the database.
The data for the configuration of the front-end controller (FEC) are kept in an external ORACLE database. We have built up a generic browser from PVSS II to navigate in this database and to change the values if requested. When the user wishes to select a specific configuration data version to download to the electronics within PVSS II, the request will be transferred to a PVSS II API sitting in a PC (the front-end supervisor) running under Linux. This API embeds the hardware driver of the front-end electronics. After the download request has arrived at the driver, it takes the data directly out of the database. We will afterwards read back the data from the hardware and write it in the database. The database is set up to verify the validity of the data in the hardware (compare the data downloaded into the hardware with the read-back data) and an alarm in PVSS II, in case of problems, will be raised. A process, which calculates new configuration parameters for the front-end electronics, has the permission to create a new version of parameters in the database. In order to be able to use this new version for downloading, the version has to be first registered in PVSS II. It receives with the request together a description for the logbook to know who, when and for what this new version has been created. Then

PVSS II revokes the permission to change this new version in the database in order to have later the history of which parameters have been used in the hardware at any time.  

8.) Milestones and Future

The full DCS has to be installed and tested at the start of the beams in March 2006 at the latest. Between now and 2006 we have to do the engineering and the individual sub-detectors have to build up their sub-detector DCSs. Test beam set-ups at the CERN sites GIF and H2 should be used to test DCS in the real environment. These test beams are essential for the development of DCS and provide rigorous testing ground in order to demonstrate that the concept works. DCS has to be ready to be used in UXC (where CMS is placed) in July 2004 and in USC (the counting room next to the detector) in October 2004. Most of the sub-detector groups have started to use PVSS II for testing the pieces of the detector, where the procedures will be reused in the final experiment. It has to be noted that according to each individual sub-detector’s schedule for the commissioning at the surface before transporting down the big pieces to the pit, a big part of their sub-detector DCSs has to be ready already long before 2006.

The whole development of DCS is driven by the maxim to develop and maintain in common within a CERN activity all what is needed for DCS by more than one experiment. The architecture is fully modular, therefore the development of the control of all devices can be done individually and finally put together in a big system. This allows us to build up the vertical slices separately. In addition, the structure of DCS is completely scalable, therefore, if the control of one device of a certain kind works, the control of n devices is also working.  
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